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One November day, a college student—let’s call him “Andy”—was 
walking to his locker when he was approached by a researcher. 
The researcher asked Andy to participate in a study to try to fi nd 
his Facebook profi le based on three photos of his face. Andy was 
intrigued—not least because he had already deleted his Facebook 
profi le picture from his account. As a senior and soon to enter the 
job market, he was concerned about the countless embarrassing 
status updates and photos he had posted during his college years. 
After taking three photos of Andy, the researcher asked him to fi ll 
out an online questionnaire. Clicking through to the last page of the 
questionnaire, Andy was stunned to fi nd his entire Facebook profi le 
on the screen, with his name, in a big black font, next to Facebook’s 
blue default avatar.

This remarkable study was conducted by researchers at Carnegie 
Mellon University “to show that it is possible to start from an anony-
mous face in the street, and end up with very sensitive information 
about that person.”1 The study exemplifi ed how the vast amount of 
personal information in social networks can be misused to essen-
tially place a nametag on each individual as she walks around in 
public. While Facebook introduced face recognition technology 
on its website around the same time as this study was conducted, 
the researchers did not use Facebook’s technology.2 Instead, they 
used publicly available face recognition technology and photos that 
could be viewed on Facebook without logging in.3 When combin-
ing these two resources, they were able to identify roughly one of 
three participants in only a few seconds.4 They could even identify 
“Andy” despite the fact that he had no profi le picture because he 
was “tagged” in his friends’ photos.5

The recent developments in face recognition technology are what 
the 1983 German Constitutional Court would describe as the “pres-
sure of the modern information use” upon an individual’s right of 
self-determination—more specifi cally, an individual’s right to decide 
whether to remain anonymous in public.6 The constitutional “right 
of informational self-determination” is at the heart of the German 
Federal Data Protection Act, which the Hamburg Data Protection 
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Agency recently alleged Facebook to be violating.7 This article fi rst 
discusses Facebook’s face recognition technology to illustrate how 
such technology can connect an otherwise anonymous face to per-
sonal information in social networks. It then focuses on the Ham-
burg Data Protection Agency’s forthcoming action to show how 
the German Federal Data Protection Act regulates automatic face 
recognition in social networks. Finally, this article analyses the rel-
evant choice of law and jurisdiction provisions to explain why the 
Hamburg Data Protection Agency can threaten legal action against 
Facebook for the violation of German law.

I. Face Recognition Technology and Facebook
A. Brief Overview of the Technology
Face recognition technology aims to combine the superior human 
perception skills with the immense memory capacity of computers. 
Humans recognize other individuals visually based upon their appear-
ances—focusing on facial features—and by using other senses, such 
as smell, hearing, and sometimes touch.8 They also greatly rely on 
“context,” such as an individual’s clothing style, the surrounding peo-
ple, the environment, and geographic location.9 But while recognition 
is a natural human skill, the human brain can only memorize a limited 
number of faces.10 Computers, on the other hand, can process and 
remember a vast amount of facial features to recognize many more 
people.11 Qualitatively, however, computers do not compare to human 
recognition because they are still unable to combine visual recognition 
with other human senses and lack “contextual knowledge.”12
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Generally,13 automatic face recognition starts with measuring facial 
features of individuals that have already been identifi ed in pho-
tos.14 These measurements—which make up their unique “biomet-
ric data”—are then compiled into a “biometric database.”15 Face 
recognition technology is then applied to a new photo to fi nd a 
face and detect its features.16 The face is then “normalized,” which 
entails transforming its scale, position, and light, and sometimes 
converting it into a gray-scale image.17 The technology then mea-
sures the facial features in the photo and compares the resulting 
biometric data to the previously compiled database to identify the 
newly detected face.18

The accuracy of automatic face recognition depends upon factors 
such as the exact methodology of the process described above, the 
number of available photos when creating the database, the quality 
of the photos, and the visibility of individuals within those photos.19 
Though early face recognition technologies could barely recognize a 
single face from a frontal view, technologies have now been devel-
oped to identify individuals in groups of people within images taken 
from diverse angles.20 The CMU study discussed above showed that 
the photos available on Facebook, without so much as logging in, 
are suffi cient to identify college students on a campus with approxi-
mately 30 percent success rate when using publicly available face 
recognition technology.21

B. Information Processed by Facebook’s Photo Tag Suggest
In December 2010, Facebook introduced a new feature—called the 
“Photo Tag Suggest”—which uses face recognition technology and 

previously “tagged” photos to fi nd users in newly uploaded pho-
tos.22 While Facebook collects and retains a great deal of information 
about its users, this article focuses on the information that implicates 
face recognition technology.23 That includes not only photos from 
which biometric data is extracted, but also all information displayed 
on a Facebook profi le because, as explained below, by “tagging” 
a photo, the Photo Tag Suggest generates a hyperlink to the user’s 
profi le and all the information therein.

A Facebook profi le contains a host of information about each user. 
Initially, Facebook “require[s a new user] to provide [her] name, 
email address, birthday, and gender.”24 Though not required, the 
user is also prompted to provide her religious belief, political views, 
and sexual orientation.25 As the user goes through the process of 
friending other users (who may already be her friends, class mates, 
family, or colleagues offl ine), Facebook also retains a list of those 
friends.26 A vast amount of communication between a user and her 
friends is also retained as the user makes “status updates,” com-
ments on friends’ “walls,” sends private messages, or chats with 
friends in real time.27 Some of the personal information retained by 
Facebook is displayed on a user’s profi le and is visible to other users 
by default, unless the user changes her “privacy settings” to specify 
that the information should be visible to “friends only” or specifi c 
individuals.28 Many users, however, do not understand or use these 
privacy settings.29

Facebook further collects photos uploaded by users and informa-
tion about facial features when the users identify (“tag”) themselves 
or others in those photos.30 Facebook’s photo collection contained 
around 100 billion photos by mid-2011 and was estimated to have 
increased by 6 billion photos each month.31 According to Facebook, 
its users provide “more than 100 million tags” per day to that photo 
collection.32 The uploaded photos may also provide Facebook with 
metadata, including the “time, date, and place” of a photo.33 If 
a user uploads a photo from a mobile phone, Facebook may also 
know that user’s physical location at that very instant.34
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Facebook’s Photo Tag Suggest implicates all of the personal informa-
tion in a user’s profi le because it connects facial features detected in 
newly uploaded photos to that user’s profi le with a hyperlink. Users 
can manually tag a person in photos by marking a square around the 
person’s face and providing the person’s name. Once tagged, the 
name appears when hovering with the mouse over the tagged face 
in the photo. The name is also listed next to the photo as a hyperlink 
to the person’s profi le if she has a Facebook account. That profi le 
may contain personal information, including email address, phone 
number, birthday, gender, religious belief, political views, sexual ori-
entation, and countless personal status updates. The information 
in a user’s profi le may or may not be visible to a person clicking on 
the hyperlink depending on the selected privacy settings. Unless a 
user specifi cally opts out of being automatically identifi ed in pho-
tos, Facebook uses tagged photos of that user to identify the user 
in newly uploaded photos.35 Having identifi ed the user, Facebook 
then suggests to the person uploading the photo that she tag the 
identifi ed user in the photo, which results in a new hyperlink to the 
identifi ed user’s profi le.36

Facebook’s restriction that only a user’s friends can use the Photo Tag 
Suggest to automatically identify her in photos does not necessary pro-
tect the user from abuse by automatic face recognition. In authoritar-
ian countries, in particular, commentators have reported instances of 
dissidents being tortured to disclose their social network passwords.37 
The result is that behind another dissident’s social network contact 
may be the very person this dissident needs most protection against. 
Even in democracies, there have been instances of schools, colleges, 
and employers demanding users’ passwords to screen future employ-
ees and monitor students.38 And for users who have some social net-
work friends that they do not personally know offl ine, there is a risk 
that those friends are actually “socialbots.”39 A socialbot is software 
that is designed to behave like a human user and connect with users 
to inter alia gather their personal information.40 Thus, for example, if 
a socialbot operator could get access to hundreds of college students’ 
profi les, she could mirror the CMU experiment discussed above and 
instead use Photo Tag Suggest to identify those students on campus. 
She could then use elements of their offl ine and online activities to 
create elaborate identity theft schemes.41

II. Germany v. Facebook - Face to Face 
When the Photo Tag Suggest was launched in Europe in June 2011 
it provoked an immediate privacy outcry in the media.42 Gerard 
Lommel, the Luxembourg member of the European Article 29 Data 
Protection Working Party, responded that there would be an inves-
tigation into its legality.43 Further, the Hamburg Data Protection 
Commissioner Johannes Caspar argued that Photo Tag Suggest 
violates the EU Data Protection Directive and the German Federal 
Data Protection Act because it processes photos without obtaining 
specifi c consent from users.44 He therefore demanded that Face-
book bring the Photo Tag Suggest into compliance with the law 
or disable it.45

In September 2011, Facebook entered into negotiations with the 
German federal government to sign a voluntary code of conduct 
regarding its privacy practices.46 According to the Hamburg Data 
Protection Agency, Facebook initially considered a function that 
would make users aware of the Photo Tag Suggest and ask them 
to provide specifi c consent.47 While it is unclear whether the Ham-
burg Data Protection Agency would have approved this solution, 
Facebook subsequently abandoned it and its negotiations with 
the federal government broke down.48 On October 21, 2011, Mr. 
Caspar told Agence France-Presse that the agency would fi le an 
action against Facebook unless it proposed satisfactory changes to 
the Photo Tag Suggest by November 7th.49 Facebook responded by 
proposing “a checkbox for users to accept terms and conditions 
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and guidelines on data usage.”50 Mr. Caspar, however, remained 
unimpressed. First, he argued that “these guidelines on data usage 
[would not suffi ciently] inform users about the face recognition 
function and the biometric database.”51 Second, the proposed 
consent would only be provided upon registration and would not 
apply to the over 20 million existing German Facebook members.52 
In a press release, Mr. Caspar announced that the agency was 
preparing an action to remedy Facebook’s breach and to “ensure 
that new face recognition technologies [in the] future [are] imple-
mented in a way that respects users’ right of privacy and informa-
tional self[-]determination.”53

To evaluate Mr. Caspar’s argument that the Photo Tag Suggest vio-
lates the German Federal Data Protection Act, this article briefl y 
reviews the EU Data Protection Directive as implemented by this Act 
and then analyzes the relevant provisions of the Act. This analysis 
will show that there is a strong argument that Photo Tag Suggest 
violates the Act by collecting biometric data and using it with other 
personal information, such as user names, contact information, and 
interests, without fi rst obtaining users’ informed and unambiguous 
consent.

A. The German Federal Data Protection Act Implements the 
EU Data Protection Directive
The European Union (“EU”) requires “free movement of goods, per-
sons, services and capital” between its member states to maintain 
an open internal market—which in turn necessitates free movement 
of data.54 To facilitate free movement of personal data while protect-
ing individuals’ fundamental right to privacy, the EU sought to har-

monize the national privacy protection laws in its member states.55 
The result was the EU Data Protection Directive (“Directive”).56 This 
Directive requires member states to enact legislation imposing pro-
cedural requirements upon the “automatic” processing of “personal 
data.”57 If a member state fails to enact national legislation to effec-
tively “transpose” (i.e. implement) the Directive within three years, 
the Directive becomes “directly effective” within that state, allowing 
individuals to pursue an action against the state pursuant to the 
Directive.58

B. How Could the Photo Tag Suggest Violate German Law?
Privacy is a fi rmly rooted concept under German law, which has 
developed a constitutional fundamental right to “informational self-
determination.”59 As early as in 1977, Germany adopted the Federal 
Data Protection Act (“BDSG”)60—which has been praised as “the 
most perfectionist system of data privacy in the world.”61 As applied 
to face recognition technology, the BDSG likely requires that indi-
viduals give informed consent before their biometric data is collected 
or used and specifi c consent if particularly sensitive information is 
involved in the processing.

1. Users’ Knowledge and Consent
The BDSG requires Facebook to seek users’ written and informed 
permission for the “collection, processing and use of [their] personal 
data.”62 “Personal data” is “any information concerning personal or 
material circumstances of an identifi able or identifi ed natural person.”63 
The consent must be a “free decision” based upon information regard-
ing the intended use of the information and, when appropriate, “the 
consequences of withholding consent.”64 Signifi cantly, when consent 
is provided along with other written terms, it must be “distinguishable 
in its appearance.”65 Consent is not required, however, if the personal 
data is “generally accessible” and Facebook collects it merely for its 
“own commercial purposes.” Even then, however, consent may still 
be required if the user “has a clear and overriding legitimate interest 
in [preventing the] processing or use.”66

By applying the Photo Tag Suggest to photos, Facebook processes and 
uses personal information about individuals—such as their photos 
and names. Further, to the extent that the biometric data extracted 
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from collected photos can be distinguished from those photos, Face-
book is arguably also “collecting” new personal information. All of 
these actions require users’ consent. It could be argued that consent 
is not required because users’ tagged photos are already “generally 
accessible” and Facebook is processing them for its own purposes. 
However, many photos uploaded to Facebook have restricted access 
by virtue of privacy settings such that they would likely not be con-
sidered “generally accessible.” Even for photos without restricted 
access, Facebook’s interest in avoiding the consent requirement 
would be balanced against the users’ interest in preventing the 
processing or use of the data. Given the possible intrusive uses of 
biometric data to identify users without their knowledge, that bal-
ancing may weigh in favor of requiring consent. 

Second, one could imagine that the users’ failure to opt out of the 
Photo Tag Suggest by adjusting their privacy settings constitutes 
implied consent to the collection and use of biometric data. How-
ever, the ability to opt out is insuffi cient for this purpose because 
the privacy settings for the Photo Tag Suggest do not look any 
different than the other privacy settings and thus are not “distin-
guishable in [their] appearance.” Moreover, the Article 29 Working 
Party has opined that a user’s failure to change the default settings 
in a social network should not constitute consent to a data use.67 
Rather, “[c]onsent must be given prior to the start of processing 
activities or before any new use of the data” so that users can make 
an “informed choice.”68 Opt-out consent is particularly fl awed with 
respect to automatic face recognition because by the time a user 
opts out, the data has already been collected and potentially used to 
identify the person in new photos.

Signifi cantly, Facebook has not actively notifi ed its users that all of 
their personal information and biometric data derived from any 
photo in which they are tagged would be used to identify them 
in new photos. But when Facebook obtained personal information 
from users, it was required to inform them of “the purposes of [the] 
collection, processing or use.”69 This likely means that users should 
know specifi cally what biometric data is collected and from what 
photos. They should also know how long the data will be stored and 
who will have access to it in the meantime. Facebook further needs 
to explain in detail how it will aggregate and process the data and 
who will have access to the end results. 

2. Collection of Biometric Data from Friends’ Photos
What about when Facebook extracts a user’s biometric data from 
photos uploaded by the user’s friends? The BDSG tries to address 
that situation by requiring companies like Facebook to collect per-
sonal data directly from the user.70 Yet Facebook may still collect data 
for its “commercial purpose” without the user’s “participation” if 
(1) the data is “generally accessible”;71 or (2) if collecting it directly 
from the user would be too burdensome.72 Crucially, data must nev-
ertheless not be collected without the user’s participation if there is 
a possibility that “overriding legitimate interests of the [user] would 
be adversely affected.”73

It is hard to rationalize the collection of biometric data from friends’ 
photos based on the premise that it would be too burdensome to 
obtain from the user. If the user makes it diffi cult for Facebook to 
collect biometric data from her own photos—by never uploading 
photos where her face can be identifi ed or pixelating her photos so 
that Facebook’s Photo Tag Suggest cannot extract biometric data 
from them—there is a possibility that the user has an “overriding 
legitimate interest” in maintaining anonymity.74

The more diffi cult question is whether biometric data from friends’ 
photos can be considered “generally accessible.” While the BDSG does 
not defi ne the term “generally accessible” with respect to this excep-
tion, elsewhere in the statute the term is defi ned as data that “anyone 
can use, with or without prior registration, permission or the payment 
of a fee.”75 Clearly, friends’ photos with restricted privacy settings 
would not qualify because they are not available to people without 
Facebook registration and even most of the users. However, photos 
without restricted privacy settings can be accessed by anyone. Indeed, 
the CMU researchers were able to use such photos without logging 
onto Facebook to identify roughly every third participant in the study 
mentioned above. However, even if such photos would be considered 
“generally accessible,” Facebook’s interest in using friends’ photos to 
identify a person in new photos would be balanced against that per-
son’s interest in not being identifi ed. On balance, the person’s privacy 
interest may again outweigh Facebook’s commercial interest because 
of the possible intrusive uses of biometrics—particularly as Facebook 
would still be able to use this data after seeking its users’ permission.

3. Specifi c Consent When Facebook Is Used for Political Discourse
Facebook may also be required to obtain specifi c consent from users 
that provide particularly sensitive information on their profi les. For 
use of certain personal data, such as “political opinions,” “religious 
or philosophical beliefs,” and “sex life,” the BDSG requires users to 
give prior consent that specifi es the particular information in ques-
tion.76 Without specifi c consent, such data may only be processed 
if the company uses it “for [its] own commercial purposes [and the 
user] has manifestly made [it] public.”77 Facebook has enabled users 
to state their religious beliefs, political views, and sexual orientation 
in their profi les. To the extent that users chose to provide such infor-
mation and do not make it “public” through their privacy settings, 
specifi c consent may be required before Photo Tag Suggest can gen-
erate hyperlinks to this information. Further, a user’s failure to adjust 
the default settings perhaps would not be considered a “manifest” 
act to make that sensitive information “public.” Therefore, the BDSG 
may require specifi c consent even if a user does not restrict access to 
the sensitive information she posts on her profi le.

when consent is provided along 
with other written terms, it must be 
“distinguishable in its appearance

67 Press Release, European data protection authorities clarify the notion of consent (Jul. 14, 2011) http://ec.europa.eu/justice/policies/privacy/news/docs/
press_release%20opinion_on_consent_14072011.pdf (last visited Nov. 30, 2011); Opinion of the Article 29 Data Protection Working Party, 2011 O.J. (L 1197) 
24, available at http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2011/wp187_en.pdf (last visited Nov. 30, 2011).

68 Id.

69 BDSG, § 4(3). The notice must also provide (1) the identity of the person collecting the data and (2) the “categories of recipients” when the user does not 
expect the data to be “transferred to such recipients.” Id.

70 Id. § 4(2).

71 Id. § 28(1)(3).

72 Id. § 4(2).

73 Id. §§ 4(2) and 28(1).

74 Adam Harvey, CV Dazzle Camoufl age from Computer Vision, http://www.cvdazzle.com/ (last visited Mar. 15, 2012); Andrew W. Senior and Sharath 
Pankant, Privacy Protection and Face Recognition in Handbook of Face Recognition, supra note 14, at 681.

75 BDSG, § 10(5).

76 Id. §§ 3(9) and 4a(3).

77 Id. §§ 3(9), 4a(3), 4d(5), and 28(6)(2).
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Arguably the specifi c consent requirement does not add any privacy 
protection with respect to Facebook’s Photo Tag Suggest because 
a user’s Facebook friends can already view her political views on 
her profi le. However, the reason this requirement may be needed 
is because there are at least two types of Facebook users: (1) those 
who use it as a virtual school yard or a lunch break room—simply to 
share everyday thoughts with their friends; and (2) users who state 
their political views (or other sensitive information), suggesting that 
they may use Facebook for a political cause.78 

The BDSG thus requires Facebook to provide the second group with 
additional notice and obtain consent specifi cally referring to the sen-
sitive information at issue. Why does the second group need that 
additional notice? To see this, we can take the hypothetical example 
of a Facebook user who is a dissident in an oppressive regime. She 
states her political views on her profi le and uses Facebook to plan 
future protests. Provided that she has not accidentally “friended” a 
government offi cial who has created a fi ctitious account or tapped 
into another user’s account, the government should not be able to 
use Facebook’s Photo Tag Suggest to identify this dissident in pho-
tos. But if her friends were to upload photos of protests and use 
Photo Tag Suggest to identify her, a government offi cial may be 
able to access those photos and see her name where she otherwise 
would have remained an anonymous face. The offi cial may further 
be able to follow the hyperlink to her profi le. Even if she already 
restricted her privacy settings to prevent the offi cial from access-
ing the sensitive information in her profi le, a tagged photo could 
give the offi cial a clue as to where to fi nd more information about 
the dissidents. The offi cial may then try to hack into Facebook to 
obtain her personal information and contacts.79 Additionally, the 
tagged photo may suggest to the offi cial that the user participates 
in a group that organizes online, whereupon the government may 
try to disable her Internet access. Though Facebook would not be 
legally responsible for such actions taken by the oppressive govern-
ment, the idea behind BDSG’s requirements is to motivate Facebook 
to provide users with special notice when sensitive information is 
involved, so that users can take precautions as they see fi t.

Privacy protection is particularly important as social networks are 
becoming channels for democratic discourse.80 It could be argued 
that the problem demonstrated in the hypothetical above lies in 
the fact that Facebook is a general-purpose application that is not 
designed for political discourse and the BDGS’s requirements are 
simply trying to fi t a round peg into a square hole. If so, the solu-

tion would be to educate users not to use social networks for politi-
cal purposes. But the very fact that Facebook is a general-purpose 
application may explain its potency for political action.81 Facebook’s 
executives have also emphasized its “key role in pushing demon-
strators out of the closet and into Tahrir Square” during the Arab 
Spring in 2011.82 Facebook’s willingness to embrace this new role is 
admirable. However, some adjustments to its platform are necessary 
to ensure the safety of the people that rely on it for this purpose.

4. Overall Effectiveness of the German Law
The detailed requirements of user participation and informed con-
sent—as well as specifi c consent requirements for sensitive informa-
tion—allows Facebook users to regain some control over the immense 
amount of personal information that has migrated to the site. The 
BDSG achieves this without undue constraint on commercial interests 
and innovation. Facebook is, for example, not prohibited from introduc-
ing the Photo Tag Suggest. It simply must do it gradually and with full 
knowledge and permission from the users supplying their information. 

This analysis of the BDSG with respect to Facebook’s Photo Tag Sug-
gest can also be extrapolated to online privacy more generally. The 
BDSG’s provisions are effective because they are relatively specifi c as 
to what is required. They counter the typical pattern of online busi-
nesses to narrowly interpret ambiguous privacy laws in order to gain 
a competitive edge. That said, there remains room for improvement. 
The legislation could, for example, particularize the format of the 
required consent and the type of information that needs to be pro-
vided to the users. It could also be broken down by type of service 
and data, to eliminate any ambiguities. 

C. Why Is the Hamburg Data Protection Agency Threatening 
Action Under German Law?
The press coverage of the German action against Facebook has 
been imbued with confusion about whether German law applies to 
Facebook and why the Hamburg Data Protection Agency—a Ger-
man state, as opposed to federal, agency—is pursuing this action. 
To clear up that confusion, this article reviews the applicable choice 
of law and jurisdiction provisions.83

1. Does German Law Apply to Facebook? 

The EU Data Protection Directive dictates that the transposing 
national legislation—such as the BDSG—should govern “the activi-
ties of [a company] on the territory of the Member State.”84 It fur-
ther provides that if a company is “established on the territory of 
several Member States, [it] must take the necessary measures to 
ensure that each of these establishments complies with the obliga-
tions laid down by the national law applicable.”85 While Facebook 
has many offi ces in different EU countries, it also has an offi ce in 
Hamburg, Germany.86 The Directive therefore requires its operations 
in Germany to comply with German law.

There is a common misconception in the media that Facebook is 
only required to comply with Irish law that implements the Direc-

78 While the focus of this paper is on Facebook’s face recognition feature, it should be noted that the BDSG would likely require Facebook to obtain specifi c 
consent from this second group of users with respect to many other functions that implicate sensitive information on their profi les.

79 For example, government security organizations or other organizations connected to the Syrian, Tunisian, Yemeni, and Iranian governments were believed 
to hack dissident websites and Facebook pages during the Arab Spring in 2011. Helmi Noman, The Emergence of Open and Organized Pro-Government 
Cyber Attacks in the Middle East: The Case of the Syrian Electronic Army, Infowar Monitor, May 30, 2011, http://www.infowar-monitor.net/2011/05/7349/ 
(last visited Nov. 28, 2011).

80 Recommendation CM/Rec (2012) 4 of the Committee of Ministers to Member States on the Protection of Human Rights with Regard to Social Networking 
Services, Council of Europe, Apr. 4, 2012, https://wcd.coe.int/ViewDoc.jsp?id=1929453&Site=CM&BackColorInternet=C3C3C3&BackColorIntranet=EDB021&
BackColorLogged=F5D383 (last visited Apr. 19, 2012).

81 See, e.g., Noam Cohen, As Blogs Are Censored, It’s Kittens to the Rescue, New York Times, Jun. 21, 2009 (discussing Ethan Zuckerman’s “Cute Cat 
Theory”), http://www.nytimes.com/2009/06/22/technology/internet/22link.html (last visited Dec. 1, 2011).

82 Brent Lang, Facebook’s Sheryl Sandberg: The Social Network Is a Force for Good, The Wrap, Sept. 16, 2011, http://www.thewrap.com/media/column-post/
facebooks-sheryl-sandberg-fi nding-jobs-spurring-arab-spring-31054 (last visited Nov. 29, 2011).

83 See Jonathan L. Zittrain, Jurisdiction 4 (Foundation Press 2005) (discussing the scope of choice of law and jurisdiction in cyberlaw).

84 European Parliament and Council Directive 95/45, supra note 54, Art. 4(1)(a).

85 Id.

The more diffi cult question is 
whether biometric data from friends’ 
photos can be considered “generally 
accessible.”
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tive.87 The source of confusion appears to be that Facebook’s inter-
national headquarters are located in Dublin, Ireland and that its 
terms of use provide a contractual relationship between Facebook’s 
European users and Facebook Ireland Limited.88 The notion that an 
Internet company must follow the law of the EU country where its 
headquarters are located comes from the EU Electronic Commerce 
Directive (“E-Commerce Directive”).89 Were the E-Commerce Direc-
tive applicable, the choice of law would depend on which Facebook 
offi ce provides the relevant services to the German users.90 Because 
Facebook’s terms identify Facebook Ireland Limited as the contrac-
tual service provider for its European users, it is not clear that the 
Hamburg offi ce would be found to be the provider of Facebook’s 
services in Germany. This ambiguity may require an analysis of where 
Facebook has its “center of activities,” which for the European mar-
ket may well be in Ireland where the headquarters are located.91 
However, the jurisdiction analysis under the E-Commerce Directive 
is not applicable here. Rather, the E-Commerce Directive dictates 
that the choice of law for “the processing of personal data is solely 
governed by [the EU Data Protection] Directive,” which as discussed 
above requires companies that are established in several EU countries 
to comply with all their data protection laws.92 Thus, Facebook’s Irish 
headquarters do not affect the applicability of BDSG to Facebook’s 
processing of personal information in Germany.93

2. The Jurisdiction of the Hamburg Data Protection Agency 
The Hamburg Data Protection Agency is further the appropriate 
agency to enforce the BDSG against Facebook’s German operation 
because Facebook is a private entity with operations in Hamburg. 
While the BDSG tasks the Federal Data Protection Agency with mon-
itoring the data practices of public entities, it requires local govern-
ments for the various Länder (i.e. states) to establish data protection 
agencies to oversee the private sector.94 Accordingly, section 24 of 
the Hamburg Data Protection Act provides that that the Hamburg 
Data Protection Agency has the authority to monitor private enti-
ties’ compliance with the BDSG in Hamburg.95 In the course of its 
monitoring, this agency may require entities to provide information 
within a specifi ed period of time and may inspect their facilities and 
business records during normal offi ce hours.96 The agency may also 
order a company to cure violations of the BDSG and impose fi nes.97 If 
the company fails to comply with an order within a reasonable time 
and the violation involves a serious breach of privacy, the agency 
may enjoin the processing of data until the violation is remedied.98 

86 Factsheet, Facebook, https://www.facebook.com/press/info.php?factsheet (last visited Nov. 11, 2011).
87 See, e.g., Pamela Duncan, Commissioner to Begin Facebook Audit, IRISH TIMES, Sept. 28, 2011, http://www.irishtimes.com/newspaper/
breaking/2011/0928/breaking60.html (last visited Nov. 11, 2011); Tiffany Kaiser, FTC, Irish Data Protection Commissioner Probe Facebook Over Privacy 
Concerns, DAILYTECH, Sept. 30, 2011, http://www.dailytech.com/article.aspx?newsid=22889 (last visited Nov. 15, 2011); Data Commissioner to begin 
Facebook audit, RTE NEWS, Sept. 28, 2011, http://www.rte.ie/news/2011/0928/facebook.html (last visited Nov. 15, 2011).
88 Press Release: Facebook, Facebook to Establish International Headquarters in Dublin, Ireland (Oct. 2, 2008), available at https://www.facebook.com/press/
releases.php?p=59042 (last visited Nov. 11, 2011); Terms of Use, Facebook, Section 18, https://www.facebook.com/terms.php (last visited Nov.11, 2011).
89 Council Directive E-Commerce Directive 2000/31, 2000 O.J. (178) 1 (EC), available at http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2000:178:
0001:0016:EN:PDF (last visited Nov. 11, 2011).
90 The E-Commerce Directive provides that “[e]ach Member State shall ensure that the information society services provided by a service provider established 
on its territory comply with . . . national provisions.” Id. Art. 3. “[T]he concept of establishment involves the actual pursuit of an economic activity through a 
fi xed establishment for an indefi nite period.”Id. at Recital 18. When “a provider has several places of establishment it is important to determine from which 
place of establishment the service concerned is provided.” Id.
91 If “it is diffi cult to determine from which of several places of establishment a given service is provided, ... the place where the provider has the cent[er] of 
his activities relating to this particular service” is deemed to be the “place of establishment.” Id.
92 European Parliament and Council Directive 95/46, supra note 54, Recital 14.
93 To be sure, Facebook’s data processing in Ireland does fall under Irish jurisdiction and the Irish Data Protection Agency is also investigating the legality 
of the Photo Tag Suggest. Carl Franzen, Facebook Making Changes to Avoid Irish Fines, TPM (Nov. 14, 2011, 3:20 PM), http://idealab.talkingpointsmemo.
com/2011/11/facebooks-irish-privacy-audit-results-due-before-2012.php (last visited Nov. 15, 2011).
94 BDSG, Section 38(6).
95 Hamburgisches Datenschutzgesetz [HmbDS , Hamburg Data Protection Act], Jul. 5, 1990, GVBI. Hamburg, § 24, available at http://www.datenschutz-
hamburg.de/uploads/media/Hamburgisches_Datenschutzgesetz__HmbDSG_.pdf (last visited Dec. 1, 2011).
96 BDSG, §§ 38(3) and (4).
97 Id. § 38(5).
98 Id.
99 Ballmer: They Paid How Much For That?, Bloomberg BusinessWeek, Oct. 23, 2006, http://www.businessweek.com/magazine/content/06_43/b4006066.
htm (last visited Nov. 15, 2011).
100 Mitchell, supra note 22.

Given that Facebook is a private entity with an offi ce in Hamburg, 
the Hamburg Data Protection Agency has jurisdiction to inspect its 
operation and may fi le an action if it fi nds a violation. 

III. Conclusion
Social networks provide people with an incredibly valuable tool for 
social interaction. In a fast-paced globalized world, they allow users 
to stay in touch with their friends and family in a meaningful way 
regardless of their geographical location. Yet Facebook and other 
social networks have a commercial interest in aggregating users 
personal information to sell advertising.99 Face recognition technol-
ogy, in particular, serves this function by simplifying the process of 
uploading and tagging many photos.100 However, when used in 
social networks, face recognition technology is also capable of con-
necting an otherwise anonymous face to a vast amount of personal 
information. Given that this process implicates an individual’s right 
to information self-determination, it is thoroughly regulated by the 
German Federal Data Protection Act. This law is enforceable by the 
Hamburg Data Protection Agency that has jurisdiction over all private 
entities in Hamburg and it applies to Facebook’s data uses in Ger-
many even though Facebook’s headquarters are located in Dublin. 
As the Hamburg Data Protection Agency is still to fi le its threatened 
action against Facebook, we may soon discover the true force of this 
law as applied to face recognition technology.
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